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Figure 1: The proposed method for continuous and silent user authentication.

ABSTRACT

Over the years, the number of compromised accounts dramatically
increased. Many types of authentication methods have been intro-
duced to avoid this type of attack. In particular, recently taken hold
biometric-based such as physical-biometric and behavior-biometric.
The idea at the bottom of the last technique is that each person has a
unique behavior. Starting from the touch dynamics, and keyboard
dynamics nowadays, one of the most promising investigation areas
is currently represented by mouse dynamics. Opposite to the other
techniques, mouse dynamics require simpler hardware to capture the
biometric data without using sensitive data from the users. In this
paper, we propose an approach for continuous and silent user authen-
tication based on mouse dynamics and explainable deep learning.
We generate a set of images starting from mouse dynamics, and we
input a deep learning model to discriminate between legitimate and
malicious users. We also propose to adopt the Gradient-weighted
Class Activation Mapping, to allow highlighting the areas of the im-
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ages which are responsible for a specific legitimate/attack prediction,
thus providing explainability behind the model classification. The
preliminary experimental analysis based on ten different users shows
that the proposed method can be promising in silent and continuous
user authentication.

Index Terms: Computer security—Intrusion detections—Privacy;
Image Classification—Deep Learning

1 INTRODUCTION AND RELATED WORK

The number of attacks on personal accounts has grown over time.
Numerous user authentication techniques have been created through-
out the years to avoid it. Among these, there is biometric-based
authentication. This type of technique exploits physical-biometric
or behavior-biometric for user recognition. While physical biomet-
rics rely on the uniqueness of specific physical attributes among
individuals, such as the face, ear, iris, and fingerprints, the second
authentication technique is predicated on the notion that each human
exhibits a distinct behavior. For instance, touch dynamics, keyboard
dynamics, and mouse dynamics belong to this second category. In
particular, in this paper we focus on mouse dynamics, consisting
of the iteration of the user with a specific system using a mouse.
Compared to the other techniques, the latter does not require any
special hardware to capture the biometric data [3], and it does not
need sensitive data from the users. This last happens because using
keystroke dynamics, for example, provides that the users type their
password or other information which may contain sensitive data [1].



Figure 2: A piece of CSV file used as an example.

For these reasons, in this paper, we propose a method for continuous
and silent user authentication based on mouse dynamics and deep
learning. In a nutshell, starting from a dataset composed of legal
behaviors and illegal behaviors (explained in Section 2), we gen-
erate four single images to represent the behaviors of the users, by
exploiting a Python script developed by the authors. Four images are
proposed for user authentication, obtained from mouse dynamics: in
the first one, we draw green lines to show mouse movement, and in
the second one the blue lines represent mouse dragging. In the last
two images, the red cross represented user clicks, while the yellow
cross represented mouse release. At the end of the generation of the
four single images (symbolizing a user session), we combined all
four images into one. In Figure 1 in point 3 (i.e., Image Generation)
an example of the steps explained before is shown. Furthermore, we
used the Gradient-weighted Class Activation Mapping (Grad-CAM)
approach to emphasize the area of the images under study that is
responsible for a certain model prediction.

2 THE PROPOSAL

To perform the first step reported in Figure 1, we have chosen a
dataset built in 2016, provided by Fülöp et al. that outlined some
tasks, and the users logged to a remote server where they executed
them, to collect the mouse interactions between users and the system
[2]. Following data capture, the data were saved in CSV files with the
following structure: record timestamp in second, client timestamp
in second, the current condition of the mouse buttons, additional
information about the current state of the mouse, and x-y coordinate
of the cursor on the screen. This process has been applied for every
ten users, and at the end, each CSV file created was labeled as legal
behaviors and illegal behaviors. In Figure 2 we report a small piece
of a CSV file obtained after the challenges proposed by the authors
as an example.

2.1 Dataset Composition
We have used a dataset named “Balabit Mouse Dynamics Challenge
Data Set” 1 which was composed of CSV files obtained from ten
different users. From that, we have generated the images. For im-
age generation, we developed a script that goes to insert the x and
y coordinates for each file into each specific list, which takes the
name of the action done by the user. The coordinates represent
the most significant data in a row. After graph creation for each
list, they are joined into a single image with a PNG extension. Af-
ter that, we divided them into two classes, such as legal behaviors
and illegal behaviors (i.e., the classes to discriminate). The latter
was possible, using a file named public labels.csv also contained
in the GitHub repository. We obtained, i.e. 405 for illegal behav-
iors, and 1271 for legal behaviors: in this preliminary experimental
evaluation we randomly gathered a subset of the session from the
exploited dataset. Because of this, we consider the data augmenta-
tion technique. Thanks to this approach, we increased the number
of components in our dataset. In particular, we developed a Python
script able to obtain new images by performing the zoom, rotation,
flip, height shift, and brightness modification for each image stored
in the dataset. In this case, we came up with 8000 elements for
each class. This allows for obtaining a balance of the dataset. After
this phase, we submitted our dataset to a deep learning model for

1https://github.com/balabit/Mouse-Dynamics-Challenge

Figure 3: The image belongs to the class illegal be-
haviors and was obtained after applying Grad-CAM on
7ca81640383dbfa489220029f41d6ac5.png.

a preliminary evaluation, as shown in Figure 1 where the proposed
method is shown.

3 PRELIMINARY EVALUATION

In this section, we conduct a preliminary evaluation using the
VGG16 model. In particular, we considered 150×3 as Image Size,
Batch Size equal to 64, 20 epochs, and a learning rate value set at
0.0001 for training a model aimed to discriminate between legal be-
haviors and illegal behaviors. Using them, we achieved a precision,
accuracy, and F-Measure value equal to 0.902. At the same time,
the loss value is 0.428, and the AUC (Area Under the Curve) we
reached is 0.953. We conclude that this model has achieved good
performances per class. The class labeled illegal behaviors found
2179 true positives, 2151 true negatives, 249 false positives, and
221 false negatives. In particular, for this class, the accuracy, recall,
f-measure, and AUC values equal 0.902, while the value referred to
the precision was 0.897. About the second class, named legal be-
haviors the model retrieved 2151 true positives, 2179 true negatives,
221 false positives, and 249 false negatives. Specifically relating to
this class we reached an accuracy, precision, f-measure, and AUC
equal to 0.902, while the recall value was 0.896. After the VGG16
model execution, we proceeded to use the Grad-CAM to understand
the reliability of classification and which areas of the image are
useful for the prediction. In Figure 3 we respectively show the PNG
image, the activation map, and the image generated by overlaying
the initial PNG image with its activation map. The heat map takes
into account three distinct shadows: yellow, green, and blue. The
model is uninterested in the blue color, even though it is used to
draw attention to a certain area of the image. The model is most
interested in the portions of the image that are yellow, but in the end,
the green color is chosen to denote the areas in the middle.

4 CONCLUSION AND FUTURE WORK

In this paper, we proposed a methodology for continuous and silent
user authentication based on mouse dynamics and deep learning. In
the preliminary evaluation, we resort to the VGG16 model, achieving
good accuracy and precision values. We also provided the Grad-
CAM to interpret the obtained outputs. In future studies, we would
consider different models to improve the performances. Furthermore,
we would consider more data for model training and evaluation.
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